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● Drug Discovery & Design is a complex & expensive 
○ O(10) years; O(109) $
○ O(1068)  exhaustive search not an option!

● Integrated performance of multiple stages (methods)
○ Different stages with varying cost vs accuracy 
○ Other challenges in constructing: filter ratio

● AI-driven HPC 100-100x effective performance of 
traditional HPC simulations
○ Heterogeneous and adaptive workflows 
○ Systems software evolve in response 

Overview

Ref. Aspuru-Guzik
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National Virtual Biotechnology Lab (NVBL)
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● National Virtual Biotechnology Lab (NVBL)
○ https://science.osti.gov/nvbl

● Aid U.S. policymakers in responding to the 
COVID-19 pandemic with epidemiological 
information for decision making

● Accelerate production of critical medical supplies 
across the nation

● Supercomputing and artificial intelligence for 
design of targeted therapeutics

● Leverage chemical testing & analysis to facilitate 
new antigen and antibody testing

NVBL given US Secretary of Energy Honour 
Award (2021)

https://science.osti.gov/nvbl
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IMPECCABLE: uHigh-Throughput Virtual Screening

Multi-stage campaign employed to select 
promising drug candidates:
● WF1: High-throughput ensemble docking 

to identify small molecules (“hits”)
● WF2: ML-driven Molecular Dynamics for 

modeling specific binding regions and 
understanding mechanistic changes 
involving drugs

● WF3&4: Binding Free Energy calculations 
of promising leads (“Hit-to-Lead” & “Lead 
Optimization”)

https://arxiv.org/abs/2010.06574 
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Computational Challenges: Heterogeneity

● Heterogeneity of different types and at multiple levels
○ Coupled AI-HPC (WF2)
○ High-throughput function calls (WF1) 
○ Ensembles of MPI tasks (WF3/4) 

● Spatio-temporal variation within and across WF1
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Docking: WF1 

● Docking: OpenEye; Library (ORD): 6.25M ligands (drug candidate); 32 targets/receptors
○ Fluctuations in docking execution time library (ORD) for different receptors
○ Long-tailed Tx for different ligands for a given target (receptor)
○ Many work items (function calls) need to be distributed
○ Call duration varies two order of magnitudes (1-100s). Mean duration 8s.

X
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Ensemble Docking (WF1) with RAPTOR
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ML-driven Simulations (WF2): 10-100x Sampling
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Binding Free Energy (WF3 & 4): Heterogeneous Simulations 

https://arxiv.org/abs/2103.00
091
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Impacting SARS-CoV-2 Medical Therapeutics

• Scale of Operation:
• ~1011 Docking calculations 
• ~103 ML-driven MD calculations 
• ~5  x 104  Binding Free Energy Calculations
• ~2.5 x 106   node-hours

• Peak Performance
• ~  8000 nodes (Frontera, April. 2021)
• ~  4000 nodes on Summit

• Extensible Computational Infrastructure and 
Capabilities

• Beyond COVID-19 ? 

https://www.biorxiv.org/content/10.1101/2021.03.
27.437323v2
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IMPECCABLE: High-Throughput Virtual Screening

Ref. Aspuru-Guzik
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IMPECCABLE: Integrated Modeling Pipeline 
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IMPECCABLE: Integrated Modeling Pipeline 

1000x variation in throughput 

107x variation in cost across workflows

Why is this challenging? 

● Heterogeneous at multiple levels
○ Coupled AI-HPC (WF2)
○ High-throughput function calls (WF1) 
○ Ensembles of MPI tasks (WF3/4)
○ Spatio-temporal variation within  each

● Collective versus single-task performance
○ Campaigns are ”integrated” workflows: WF1 and 

WF4 differ by 107x in computational cost
○ Producers of data (WF1) and consumers (ML1)   

● Adaptive Execution at multiple levels
○ Workload: Task mix varies over campaign
○ Tasks: Run for varying duration
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Summary
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● Drug Discovery & Design is a complex & expensive
○ Infrastructure, Methodological, Scientific 

● Developed 1st gen of AI-HPC infrastructure
○ Sophistication of AI-HPC methods will grow 

● Rethink systems software ecosystem
○ Collective perf. of heterogeneous  workflows; not 

just single tasks
○ Advances in adaptive runtime systems for such 

campaigns
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Thank you!
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