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• Background
- Backfilling is to select a queuing job with estimated runtime and make it run ahead. However, 

users often overestimate the runtime.

- Machine learning lacks enough features to describe the characteristic information of the job.

• Objective
- We explore new features to add information describing the characteristic of job.

- We apply the feature to runtime prediction to improve prediction accuracy.
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• Job Running Path
- Definition: The path refers to the path where the user submits the jobs.

- The path includes abundant semantic information, such as the project of jobs, data sets and 
parameters, etc. 
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• Job Running Path
- Jobs with the same paths have similar runtime.
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• Clustering Path
- To improve the quality of data, we group all jobs with similar path, and one application contains 

all jobs with similar path.

- We make runtime prediction by adding the new feature into traditional prediction model. 

- We make prediction based on the weighted average of runtime prediction of multiple 
applications.
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• Overview
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- Method: Pearson’s product-

moment coefficient

- Features: UID, Submit, ReqCPUs, 

JobName, Path

- Aim: Group all similar paths (P)

- Metric: Weighted Value 

Levenshtein Distance 

- Clustering: K-Means + 0-1Matrix

- Hash Encoding
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• Path Clustering
- The Levenshtein Distance represents the shortest edit 

distance between two strings and we use this distance to 
measure the similarity of two paths.

- Weighted Distance: We assign different weights to each 
section of a path to increase the distance between short 
paths.
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• Path Clustering
- Clustering Algorithm: The Silhouette Coefficient 

Method with K-Means is often difficult to find the 
most suitable K. 

- 0-1 matrix: We find that the weighted distance 
between similar paths is always less than 5. We 
convert the value to 0 or 1 according to whether the 
value is greater than 5.

-  We use the K-Means method to cluster until the sum 
of the distances between all paths in each cluster is 0.
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- Filter Jobs: User, Application.

- Model: Support Vector 
Regression(SVR), Decision 
Tree(DT), Random Forests(RF).

- 3 approaches: Comprehensive 
Model, User sub-model, App 
sub-model
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• Training model
- After data processing, the job characteristics we put into the model are shown in the table on bottom. 

The UID, ReqCPUS, Submit, PathType, NameType are used to training model and runtime is the training 
goal.

- The data size is 53,332, and we randomly divide the job into a training set and a test set at a ratio of 3:1, 
namely 40,000 jobs for training model and 13,000 jobs for testing model.
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• Evaluation
- We put all training set in one model and try 

to put all training set only with 3 features: 
UID, ReqCPUS, Submit. 

- We assign an independent predictive model 
to each user and application, and the 
results is a weighted average of the 
accuracy of these sub-models.
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• Evaluation
- Because some applications with low 

accuracy contain a small number of jobs, 
our prediction is focused on the 
applications with large amounts of data. 

- This is a comparison of the two methods 
Last-2 and IRPA, PREP has a better effect.
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• What we do?
- We add a new feature named job running path to improve the prediction accuracy of job 

runtime.

• Results?
- We cluster all similar path into several applications.

- The new feature can improve the average accuracy on different models and the prediction based 
on each application can achieve the 88.5% accuracy.
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Thanks for listening !

50th International Conference on Parallel Processing (ICPP) August 9-12, 
2021 in Virtual Chicago, IL 


