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Highly reliable Flash Storage

• Flash is widely used in distributed storage systems

• Hardware failure and data loss are common in flash storage[ATC'19] [FAST'20], 
especially in MLC and TLC flash. So high reliability is necessary.
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Methods To Ensure Reliability

• Replication
• High reliability 
• High storage cost

• Erasure Codes (ECs)
• High reliability 
• Low storage cost
• e.g. 𝑹𝑹𝑹𝑹(𝒌𝒌, 𝒓𝒓) can tolerate up 

to 𝒓𝒓 failures, data can be 
recovered from arbitrary 𝒌𝒌
blocks

• High update cost
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Data Parity

Replication: An update of 𝐷𝐷0 incurs two write operations.

𝐷𝐷0 𝐷𝐷1 𝐷𝐷2 𝐷𝐷0 𝐷𝐷1 𝐷𝐷2

𝐷𝐷0 𝐷𝐷1 𝐷𝐷2 𝑃𝑃0 𝑃𝑃1

𝑹𝑹𝑹𝑹(𝟑𝟑,𝟐𝟐) erasure coded system: An update of 𝐷𝐷0 incurs

three read and three write operations.



Existing update methods in EC

• In-place Update Methods in EC
• Parity Logging (PL) 
• Parity Logging with Reserved Space (PLR) [FAST 14]
• Speculative Partial Write Scheme (PARIX) [ATC 17]
• Weakness: to bring extra I/Os in updates 

• Out-of-Place Update Methods in EC
• Log Structure Array (LSA)
• Constrained Dynamic Stripping (CD-RAIS) [Cluster 14]
• Weakness: to ignore the information of files or objects, may bring performance 

decrement
• Network transmission optimization

• T-Update [INFOCOM 16] 、CASO [SRDS 17]、CAU [ICPP 18]、RackCU [INFOCOM 21]
• Weakness: to ignore the optimization of I/Os

50th International Conference on Parallel Processing (ICPP) 
August 9-12, 2021 in Virtual Chicago, IL 



Common update methods in EC——Parity Logging

• Key idea: Once some data blocks 
are updated, the original data 
blocks are read and the deltas of 
data blocks are calculated and 
transferred to parity nodes.  

• Main weakness: 
• Read amplification: PL need read 

the original data blocks to  calculate 
the new parity blocks.

• Write amplification: When updated 
blocks are distributed among 
different stripes, PL need update 
numerous parity blocks.
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Parity Logging



Common update methods in EC——Log Structure Array 

• Key idea: When data blocks 
are updated, the new blocks 
will be reorganized to new 
stripes and written into new 
places of disks.

• Main weakness: 
• LSA disturbs the distribution of 

blocks belonging to a file, 
which brings performance 
decrement of file access.

• Need to design an efficient 
garbage collection strategy.
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Log Structure Array



Our Motivation

• The existing update methods either cannot 
• avoid extra I/O operations in update process 
• disturb the distribution of blocks which ignore the relationships 

between files and blocks.

• It motivates us to propose a novel method called GOOD 
(Graph-assisted Out-of-place Update) to enhance the update 
performance.
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GOOD Overview

• GOOD consists of two main processes:  
update and garbage collection (GC).

• Update process: 
• out-of-place update scheme
• avoid extra I/O operations
• maintaining file distributions
• graph algorithms

• Garbage Collection: 
• minimizing extra write operations 
• maintaining file distributions
• graph algorithms
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Updates in GOOD

• Metadata collection:
• Parameters in Erasure Codes 𝑘𝑘, 𝑟𝑟,𝑛𝑛
• Mapping information:

• 𝐹𝐹𝐹𝐹𝐹𝐹: describes which stripes this file 
contains

• 𝑆𝑆𝑆𝑆𝑆𝑆: indicates which blocks are contained 
in the file

• 𝐵𝐵𝑁𝑁𝑀𝑀: indicates that a block is stored in 
which node

• File access patterns:
• Frequency of file access which represents 

the hotness of file
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GOOD Update Process

• Update Buffer
• To avoid extra I/O operations, GOOD transforms update operations 

into write operations.
• Once update operation happens, the updated data blocks will be 

stored in update buffer, until the amount of buffered data blocks 
reaches a predetermined threshold. 

• Meanwhile, the buffered data blocks will be flushed into disks 
periodically in order to avoid that the number of these blocks 
cannot reach the threshold.
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GOOD Update Process

• Stripe Reorganization
• To guarantee the fault-tolerance, the updated data blocks must be 

combined to calculate the specific parity blocks and reorganize 
them to new stripes.

• When the stripes are reorganized successfully, they will be written 
into the storage nodes.

• The old data blocks will be marked as invalid and stored in the 
original places as usual. 

• The valid and invalid data blocks are still stored in the old stripe to 
achieve the same capability of fault-tolerance.
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GOOD Update Process

• Updated Blocks And Nodes Match
• LSA also reorganizes the updated data blocks to new stripes to 

avoid extra I/O overhead which is similar with GOOD. 
• However, LSA only picks a path from one updated block to one 

node in a random way. This may result in the data blocks 
belonging to the same file concentrating on a few specific nodes, 
which will significantly decrease the performance of file access.

• At the same time, if the updated blocks are written to different 
nodes, it will cause more complex metadata modifications.
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GOOD Update Process

• Updated Blocks And Nodes Match
• There are two rules in GOOD to determine which nodes the 

updated blocks can be written into.
• No Related First: GOOD requires that the updated data blocks in the 

reorganized stripes are preferred to be written into those nodes in which 
the number of data blocks belonging to the same file won’t exceed the 
largest one after the updated blocks written into them.

• Original Node First: GOOD prioritizes putting updated blocks into their 
original nodes which will reduce the metadata modification across nodes.

• The weighted bipartite graph matching algorithm is introduced to 
finding the appropriate nodes where updated blocks are written.
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Garbage Collection

• Invalid Blocks Ratio (𝐼𝐼𝐼𝐼𝐼𝐼) Calculation
• Assume that there is a stripe (𝑆𝑆) with 𝑘𝑘 data blocks and 𝑖𝑖 invalid 

data blocks. The invalid blocks ratio (𝐼𝐼𝐵𝐵𝑅𝑅) of 𝑆𝑆 is,

𝐼𝐼𝐼𝐼𝐼𝐼 𝑆𝑆 =
𝑖𝑖
𝑘𝑘

, 0 ≤ 𝑖𝑖 ≤ 𝑘𝑘
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Garbage Collection

• GC Buffer
• When a garbage collection process starts, the stripes with 

the largest 𝐼𝐼𝐵𝐵𝑅𝑅 values will be recycled.
• Read, write and update operations to the recycled stripe 

will be blocked during the locked time.
• The valid blocks in the recycled stripe will be cached to GC 

buffer.
• The GC buffer is organized as multiple queues.
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Garbage Collection

• GC Buffer
• Each queue caches blocks of 

corresponding node.
• Blocks follows First In First 

Out (FIFO) principle.
• The blocks in the heads of 

each queue are the "oldest" 
blocks coming from those 
stripes of which the number 
of valid blocks is small.
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Garbage Collection

• GC Blocks and Nodes Match
• The last part of garbage collection is to reorganize the 

stripes with the blocks in the GC buffer and determine 
which nodes the blocks should be placed at.

• The key point is to minimize extra write operations and 
keep file distributions as much as possible.

• To address this problem, we introduce graph algorithms to 
match the GC blocks and nodes considering both cost of 
write operations and file distributions.
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Graph Construction

• A weighted bipartite graph is used to find an optimal match 
between blocks and nodes in update and GC processes.

• Vertices: 
• Updated blocks
• storage nodes

• Edges:
• If the performance of file access doesn’t decrease when 𝐷𝐷𝑖𝑖 is put at 
𝑁𝑁𝑖𝑖, the edge between 𝐷𝐷𝑖𝑖 and 𝑁𝑁𝑖𝑖 is established.
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Graph Construction

• Weights Definition: 
• 𝐹𝐹𝑖𝑖 represents the hotness of file containing block 𝑖𝑖. 

𝐹𝐹𝑖𝑖 =
𝑓𝑓𝑖𝑖 − 𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚

𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚
, 0 ≤ 𝐹𝐹𝑖𝑖 ≤ 1

• 𝑓𝑓𝑖𝑖 stands for frequency of file access.
• 𝑀𝑀𝑖𝑖𝑖𝑖 represents the difficulty of metadata modification if block 𝑖𝑖 is 

transferred to node 𝑗𝑗.
• If block 𝑖𝑖 is written into its original node, the 𝑀𝑀𝑖𝑖𝑖𝑖 of corresponding 

edge is set to 1 and otherwise it is set to 0.
• The weight of edge between block 𝑖𝑖 and node 𝑗𝑗 is defined as

𝑊𝑊𝑖𝑖𝑖𝑖 = 10 × 𝐹𝐹𝑖𝑖 + 𝑀𝑀𝑖𝑖𝑖𝑖
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Graph Construction

• After graph construction, the optimal update or GC 
strategy can be obtained by solving the maximum 
weighted bipartite matching problem with Kuhn-
Munkres (KM) algorithm or be modeled as a min cost 
max flow (MCMF) problem.
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Evaluation Methodology

• Environment Setup:
• A cluster of 30 docker containers.
• Four traces to reflect real-world workloads.
• Four structures of erasure codes: 𝑅𝑅𝑅𝑅 6,3 ,𝑅𝑅𝑅𝑅 8,3 ,𝑅𝑅𝑅𝑅 10,3 ,𝑅𝑅𝑅𝑅(12,3)
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# of Reads # of Writes Read% Locality

RAD-BE 64820 315426 17.05% 70.58%

DTRS 621277 434232 58.86% 28.22%

LM 1115848 874256 56.07% 41.58%

Systor17 3343712 1134744 72.66% 7.34%

Traces With Different Characterization

Description DELL R730 
Server

CPU Intel Xeon 
2.1GHz

NIC 1Gbps
Memory 64GB

Disk 32TB HDD

OS Ubuntu 
16.04

Details of the Evaluation Platform



Evaluation Methodology

• Metrics:
• Average response time
• I/O operations
• I/O throughput
• I/O load balancing

• Recovery Methods To Compare:
• Read-Modify-Write/Read-Construct-Write (RMW/RCW)
• Parity Logging (PL)
• Log Structure Array (LSA)

50th International Conference on Parallel Processing (ICPP) 
August 9-12, 2021 in Virtual Chicago, IL 



Numerical Results of Average Response Time

• Numerical Results of Average Response Time with different traces:
• We change 𝑘𝑘 from 6 to 12, keep 𝑟𝑟 constant tot 3, keep 𝑛𝑛 constant to 30.
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Update
Methods

Average 
Response Time 
Reduction(%) 

RMW/RCW 55.33%

PL 49.01%

LSA 24.23%



Numerical Results of I/O Operations

• Numerical Results of I/O operations with different traces:
• We change 𝑘𝑘 from 6 to 12, keep 𝑟𝑟 constant tot 3, keep 𝑛𝑛 constant to 30.
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Update 
Methods

I/O Operations 
Reduction(%) 

RMW/RCW 20.28%

PL 15.18%



Numerical Results of I/O Throughput

• Numerical Results of I/O Throughput with different traces:
• We change 𝑘𝑘 from 6 to 12, keep 𝑟𝑟 constant tot 3, keep 𝑛𝑛 constant to 30.
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Update
Methods

Throughput 
Improvement

RMW/RCW 3.72x

PL 2.99x

LSA 1.86x



Numerical Results of I/O Load Balancing

• Numerical Results of I/O Load Balancing with different traces:
• We change 𝑘𝑘 from 6 to 12, keep 𝑟𝑟 constant tot 3, keep 𝑛𝑛 constant to 30.
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Update
Methods

Load Balancing（Measured by 
Variance of I/O operations）

Reduction (%)

RMW/RCW 30.20%

PL 27.88%

LSA 31.26%



Conclusion

• We propose GOOD to improve the update performance in erasure 
coded storage systems. 

• GOOD adopts out-of-place update scheme and takes the parallelism 
of file access into consideration.

• The update and garbage collection processes are guided by the 
graphs constructed in advance.

• The evaluation results demonstrate its superiority over existing 
approaches. 
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Q&A
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Thank you!
Q&A
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