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Mathematical Demonstration
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The Design of Dubhe
Registration and Probability Calculation

n The registry encodes the client’s data distribution information in 
a one-hot manner.

n In classification problems, the registry encodes each client’s data 
distribution by its dominating classes. 
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The Design of Dubhe
Registration and Probability Calculation
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Evaluation of Dubhe

Test accuracy curves on MNISTand CIFAR10 Average accuracy
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Evaluation of Dubhe
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Ø The data balancing 
performance of 
Dubhe is approaching 
the performance of 
the greedy selection.

Results on FEMNIST 
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The Design of Dubhe
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Results with multi-time selection. M refers to MNIST and C refers to CIFAR10. 

!"#∗ decreases 
with larger %, 
thereby improving 
the model accuracy 

Evaluation of Dubhe
Multi-time selection
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There are 3 out of 1000 clients who 
have class 2 and class 9 dominated. 

& ' = 2, 9 = 3

• An example of the overall 
registry and its corresponding 
participated class proportion. 

The sparsity of the overall 
registry is the primary cause of 
this deviation from expectation. 

Evaluation of Dubhe
Registry sparsity
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Conclusions
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n The impact of data skewness on the performance degradation in FL is 
mathematically demonstrated.

n We propose Dubhe, a proactive client selection system to balance skewed data
• pluggable, adaptive and robust to various FL settings
• with negligible encryption and communication overhead 
• improves the training performance without bringing security threats. 
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