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Background

• Federated Learning, in which multiple devices collaboratively can 
train models by exchanging their model parameters instead of raw 
data.

• Crowdsourcing computing, the task publisher shares profit with 
workers to utilize workers’ data and computing resources.
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Challenges

• How to accurately and efficiently identify the workers' utilities in the 
incentive mechanism?

• How to ensure fairness and reliability of the incentive mechanism 
under attacks and deceptions?
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A case: Federated learning 
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Mechanism
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Experiment and results

Worker settings

• Honest workers

• Sign-flipping attackers

• Data-poison attackers  
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Experiment and results

Baselines
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Experiment and results
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Experiment and results
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Experiment and results
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Experiment and results
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Conclusion

• Attack resilience

• Fairness incentive

• Higher system revenue
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Thanks for Listening!

• Liang Gao  ( gaoliang.gl@outlook.com )
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