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Introduction

• Deep learning is playing an important role nowadays. 

• Lots previous researches tend to reduce convolutions overhead.
• Direct convolution

• Im2col and GEMM(General Matrix Multiplication)

• Winograd

• FFT(Fast Fourier Transformation)

• Our work try to build a general flow for different backends which 
target to sparse models.
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Background – Sparse Model

• We collect sparse models from two different sources
• ImageNet based model: SparseZoo

• CIFAR10 based model: Prune with distiller from Intel AILab
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Example of pruning schedule

Reference :  distiller, Intel AILab, SparseZoo, Song Han et al., Learning both Weights and Connections for Efficient Neural Networks, NIPS, 2015
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Background – TVM 

• Deep learning inference framework

• Support models with different formats

• Support different target backends

• Two level optimization

• Relay IR : Computation graph optimization

• TIR : Decouple algorithm from schedule

• Algorithm: What is computed

• Schedule: Where and When and How it’s computed
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Relay IR Graph

Models From 

Different Source

High Level Optimization

TIR

Low Level Optimization

CodeGen to Target Backend

Runnable Module

Reference : Apache TVM
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Overview of Our Flow
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Im2col and GEMM
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Direct convolution
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Im2col and GEMM
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Direct convolution
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Im2col and GEMM – Im2col Operator

• The new shape could be inferred by parameters of convolution.

• Transferred matrix shape

• Output shape 
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Im2col and GEMM – Compression Format

• A matrix in which lots of the elements are zero.

• Compression Formats :
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(a) CSR 

(b) BSR
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Conversion Flow in TVM
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Conversion Flow in TVM

12Reference : Apache TVM
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Conversion Flow in TVM

13Reference : Apache TVM
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Experiments

• Environment
• CPU : x86_64 Intel i7-9700K CPU

• OS : Linux

• LLVM : 9.0.1

• TVM : 0.7.0

• Test Model Preparation
• ImageNet based : SparseZoo

• Cifar10 based : Pruning with distiller
• Pruning for every layers of convolution weights

• Using AGP Pruner

• Retraining for 100 epochs with 0.006 lr.
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Experiments – Accuracy Influence
• Model : Cifar-10 based
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Experiments – Performance
• Model : ImageNet (SparseZoo)

• Speedups compared dense models (sparsity=0)

• Base version : run with conv2d()

• Sparse version: run with im2col() + sparse_dense()

1616

Dense model Sparse model

• Speedups compared sparse models 

87%     84%     88%     80%      85%      86%    86.5%
Sparsity
(average):
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Conclusion

• We design a flow for sparse convolution in TVM.

• We create a new operator, im2col, in TVM to support sparse convolution.

• We design a visitor to replace target conv2d to im2col+GEMM.

• The performance of sparse models with compression scheme have at most 

16.3x of speedup compared with direct convolution, both are without any TVM 

optimization.
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Thank you for listening.
Q&A


