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1 INTRODUCTION

The performance of the interconnect network is massively impor-

tant in the modern day supercomputer and data centers. As a PhD

student in the FSUCSEXPLORER (EXtreme-scale comPuting,mod-

eLing, netwORking & systEms Research) lab under the supervision

of Dr. Xin Yuan, my research activity revolves around the analysis,

improvement and performance evaluation of a number of topology

and routing schemes widely used in the �eld of high performance

computing. Over the years, I worked in a number of projects which

I am very brie�y describing over the next few paragraphs.

1.1 Load-Balanced slim-Fly Networks

The Slim Fly topology [1] has been proposed recently for future

generation supercomputers. In this project [7], we investigated how

the tra�c is expected to disperse among the network, and discov-

ered that in Slim Fly certain links are more likely to carry tra�c

than the rest of the links for both minimal and non-minimal rout-

ing. As a result, hot-spots are more likely to form in these links. To

mitigate the issue, we came up with two di�erent approaches. The

�rst is to modify the topology and increase the bandwidth of the

over-used links in such a rate so that the original load-imbalance

goes away. The second approach is to modify the routing scheme

to distribute the tra�c in a more load-balanced fashion. We came

upwith the ‘Weighted’ VLB routing scheme, along with two strate-

gies to tune the necessary weights to implement this approach.We

validated our results with detailed analysis and simulation, and

demonstrated that both the approaches result in a more e�ective

Slim Fly network than its present form.

1.2 Dragon�y Design Space: Link Arrangement

and Path Diversity

In Dragon�y [4] topology, the nodes are grouped together into

clusters, and the clusters are connected to each other to form a

diameter-three network. In this project, we investigate the design

space of Dragon�y. Our objective is two-fold. First, we want to �g-

ure out how the inter-group connections should be implemented

to get optimumperformance from the network, specially when the
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network contains less than maximum number of groups. Second,

we analyze the minimal path distribution within the entire design

space, and investigate the performance of the existing routing al-

gorithms. This project is currently on-going and we are using a

number of modeling, simulation and learning techniques to attain

our objectives.

1.3 Tra�c-pattern based adaptive routing in

Dragon�y Networks

For this project, we investigated the performance of adaptive rout-

ing in the Dragon�y network used in Cray Cascade [2]. Here we

tried to infer the tra�c pattern by observing the packet destina-

tions within a certain window, and considered that information

while making the adaptive routing decisions. The �rst phase of

the project only considered the inter-group communications [3].

For the second phase, we are currently working to expand it to

inter-group communications as well.

1.4 Performance modeling studies

I worked in a number of projects over the years which analyzed

and devised scalable modeling methods to evaluate various topolo-

gies, routings and performancemetrics. In one project [5], we mod-

eled the UGAL routing over Dragon�y topology to get a better

theoretical understanding on how the routing works. In another

project [6], we evaluated a number of commonly-used throughput

models and identi�ed similar and contradictory trends in their per-

formance. Finally, I worked in another project [6] that studied the

performance characteristics of a number of topologies that provide

either low diameter or high path diversity.

I started the program in FSU in 2011. I spent a number of years

taking various core and elective courses, going through the PhD

comprehensive exam, and exploring a number of research areas.

I started working with Dr. Yuan from 2014. I acquired the back-

ground knowledge necessary to excel in the �eld of HPC, com-

pleted my area exam and worked in a summer internship at Oak

Ridge National Lab. I am on course to wrap up the current projects

and complete my degree by the end of 2018.
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