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Deep Learning & Challenges Problem 2: Sequential Data Access Restriction LMDBIO-LMM-DM (cont.)

Compute bound LMDB data access is sequential in nature due to the B+-tree Database Part Il: Speculative Parallel /0 Database Part Il: Parallel /0 and in-memory sequential seek
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Summary of LMDBIO Optimizations

Optimization: Utilize provenance information to entirely Important Notes
Caffe/LMDB is 660x worse than ideal for 9216 processes Experiment Information replace mmap with POSIX1/0 . Provenance information is not stored in the original

Read time takes up 90% of the total training time for 9216 processes Dataset: CIFAR10-Large Library Optimization Reducing Interprocess  Explicit Eliminating ~ Managingl/O  Reducing|/0 . Making a case for storing data provenance information for L MDB format
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1. Interprocess contention -- results in excessive number of context switches Training iterations: 512 !—MDB,S d_atabase |a_yc_)Ut can be determiniStiC only if the We use a separate auxiliary file to store this information
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at once to allow direct I/0 to benefit from large 1/0 size randomization

We proposed 6 optimizations that address 5 problems in state of the art1/0 subsystem of deep learning
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LMDBIO-LMM-DM

Problem 1: Mmap’s Interprocess Contention Optimization: coordinate between reader processes to improve parallelism — LMDB
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Underlying I/0 in mmap relies on the CFS scheduler to Context Switches
wake up processes after /0 has been completed
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