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SOS Daemons
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Efficiently observing and *

» Distributed components with data flow SOS Model
» Complex interactions with dynamic
behavior

L)

o0

SOSflow functions as a hub for collecting, aggregating, and acting SOSflow daemons provide an integrated context for information from all
components of a distributed workflow, for the entire duration of a job.

intera Cting With com plex < Variability is inherent in machine on a variety of information at runtime
components | \

4

Sc|ent|f|c Workflows at SCa Ie & Shared resource utilization at runtime is S.OSrow’s in s.itu (online) seryices.wo.rk together t(.) provide global A: Parallel . regular J
a significant factor in performance views and online data analytics within an HPC environment
presents un|que Cha"enges. s Offline measurements provide limited
insights .
% An in situ (online) runtime is needed for ComputeTime | ¢ +C,:parallel |

SOSflow helps meet them.

scalable measurement, analysis, and
application steering

. = Unit of Work
C,: Serial
§ = Result

In Situ Listeners

Design and API Clients
— Runs entirely in user-space
“Hello, SOS” w/C Onli /Pyth ~LIEDEIE, Steering Dutput - Minimally in»\//asive i
0 - - L Hello, w/C: nline query w/Python: ADIOS. MPI : _
 SOSflow written in €99 for high ! : Juse/bins TAU C’alipe;‘ RAJA Logic Logs, Summaries, IN SITU — In-memory SQL database per daemon
. #include "sos.h" #!/usr/bin/env python ) ) Visua|izati0ns, o
. ps)erforrlnance w/ s.ma!l fogtmetd o mainint arge, chor eargy) | ort os etc. Dashboards, — Efficient push/pull data flow
from ssos import SSOS 3 . .
« Several communication backends /7 Inttialize the client, registering it with the 05 runtine. p \_ Y Configuration Files L — Provides feedback/control mechanism
M . // In an MPI application, this is usually called immediatel def demonstrateSO0S():

are supported, including EVPath, /1 after the wE_Init...) call. ' y e \ SIMULATION for analysis and steering scripts
. MPI’ SOCkEtS’ and ZerOMQ SoszigéféziEleli:;?vgogi::(,:lEVES_NO_FEEDBACK, NULL); 222:22:2 z ;i?::\l/ri\::\tget("SOS_CMD_PORT") ALPINE a - Integration With performance tOO|S
** Asynchronous design focuses on 505, pub *pub = WL _

.y . . e g . Sos:EuE_cfe:te(sos,J&pub, "demo", SOS.packE')'somevar*", SOS.STRING, "Hello, SOS. I'm a python!") APlS for C/C++ and Python
m|n|m|2|ng Overhead and t|me SOS_NATURE_CREATE_OUTPUT) SOS.an:gun;ig)
SOS.publis
Spent in API Ca”S Within Client 282_::::1:zzfe:e:a;zi;value", SOS_VAL_TYPE_INT, &somelnteger); sql_string = "SELECT * FROM tblvals LIMIT 100900;" P
licati e e e o o o se¢ Off-Node Aggregators
app Icatlons sos_angiunﬁi(p;;’); results, col_names = SOS.query(sql_string, sos_host, sos_port) ' ol a T a r.u I T all T all I a | | C b d d t d d
. . SOS_publish(pub); { . T QQH ﬂﬂ]], & & & _ .
‘:‘ FIEXIbIe’ programmable Interface for (someInteger = 1024; somelnteger <= 2048; someInteger++) { z::t :Resucl)E:;:t rows....: " + str(len(results)) l \\m;_).B _J:;::LL — i 4“;&_73 =%|=:.é Sarli e run On .e ICT' eh ndo es d
% Provides a distributed key/value L e —— ) bQ t;tolf et contains all the data capture
. // publication handle. print " Column names...: " + str(col_names)

store with full SQL query support e, oy Cv Ie S Eners |

2 Offers a low-latency value cache } ey - Canlaunc rrr:any.aggreglftlcws and run
. . SOS_publish(pub);
with adjustable depth et st o b sosd queries on them in parallel
e et o e e of 0 splcacion, s 4wl v ASSTESHTON g, _ i
<% Highly-configurable daemons EAbE T S oe r; eedback/contro bat"; to bI|St§ ners
// In an MPI application, the client usually will call this —

‘:‘ IntegratEd Support for UID/GID gc/)sizrini:ii;zizo:(;fore the call to MPI_finalize(). n Ine aggregat.lon Can e . Isa e Or

authentication (Munge) - ’ Download SOS: deferred to offline processing

, e github.com/cdwdirect/sos flow.git

Future Work

Results: Performance Understanding

| / — Apollo Performance Portability
: roc ‘ . .
[sﬁm] ﬂ’ Next Generation of LLNL's Apollo Project
B T Intelligent RAJA policy configuration
Y Caliper and SOSflow collect metrics at runtime and
e : facilitate distributed analysis and steering
NI Online machine learning adapts to changes over time
g [ o i. Physics changes over time in a run
R -~ ) . ii. Code changes w/new commits and merges

iii. System utilization changes during jobs

DB: data_set.440.vtk _
Cycle 300: 6,286 to 7,138 Time:440
T Var cpufime.user_tick)
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‘ Cumulative USER Time . ‘ i Bytes Sent using MPI Collectives ?/'L Process Index projected over PMI Coords z/l _ Bytes Read by ADIOS Y%x v%x /Y Author COI Ia bo rato rs
: N\ z Cumulative USER Time (CPU ticks) | * —

%* 4,096 ranks of XGC on TITAN s* SOSflow integrated performance . |
< Data collected and aggregated online measurements from all parts of the %512 ranks on 32 nodes on QUARTZ and CATALYST **No ad hoc instrumentation needed S Chad Wood

from TAU measuring ADIOS, MPI, and workflow *#SOSflow filter added to ALPINE Ascent pipeline “*Updated geometry is automatically Caokad .de@cs'"meg:l"';’d"d

’ ’ . . . . . . o IX.cS.uoregon.edu/~caw

user code <» Dynamic visualizations were rendered **KRIPKE: 3D deterministic neutron transport proxy captured during the run to observe metrics e ; 2

¢ Python script queried SOSflow during and displayed live during the run application that implements a distributed-memory projected over a changing mesh sooiam y, kvin Huck
_ _ _ ili : : Chad Wood is a fourth-year Computer & Tt S ASENERTE
the run and assembled VTK files with < Any TAU-collected performance metrics . parallel sweep solver over a rectilinear mes.h. ‘:‘Anythlng publlshed to SQSflqw can be aiiieantdiabitaiauiinm
performance metrics projected over could be selected for display “LULESH: 3D Lagrangian shock hydrodynamics proxy projected into these online views University of Oregon. His research focus

application that models Sedov blast test problem “*SOS runtime overhead within system noise is on monitoring, introspection,

“1: . . . feedback, and control for HPC systems _ |
* ’ ’ g Y ) . ¢ % §
over a curvilinear mesh. “*Enable/disable without recompilation emphasizing online in situ operations 3 > Y AW

and scalability. David Boehme  David Beckingsale
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